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Abstract

Motivated by a wide-range of applications from ground water remediation to carbon dioxide
sequestration and by di1culties in reconciling experiments with previous modeling, we have
developed a pore-level model of two-phase 2ow in porous media. We have attempted to make
our model as physical and as reliable as possible, incorporating both capillary e5ects and viscous
e5ects. After a detailed discussion of the model, we validate it in the very di5erent limits of zero
capillary number and zero-viscosity ratio. Invasion percolation (IP) models the 2ow in the limit
of zero capillary number; results from our model show detailed agreement with results from IP,
for small capillary numbers. Di5usion limited aggregation (DLA) models the 2ow in the limit
of zero-viscosity ratio; 2ow patterns from our model have the same fractal dimension as patterns
from DLA for small viscosity ratios.
c
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1. Introduction

Flow through porous media is a subject of scientiFc and engineering interest for a
number of reasons, e.g. enhanced oil recovery, DNAPL remediation, and CO2

sequestration. For half a century, 2ow in porous media has been treated as a com-
pact (i.e., Euclidean) process whereby the interface advances linearly with the total
amount of injected 2uid. This behavior is predicted by a Darcy’s law treatment, that
uses saturation-dependent relative permeabilities, such as those of Buckley–Leverett or
Koval [1–5]. In the last 15 years, it has been appreciated that 2ow in porous
media is fractal in certain well-deFned limits [6–10]. In the limit of zero-viscosity ratio,
M = �I=�D = 0 (i.e., ratio of the viscosity of the injected 2uid to that of the displaced
2uid), the 2ow is known to be modeled by self-similar, di5usion-limited-aggregation
(DLA) fractals. Here, the injected 2uid has zero viscosity and the displaced 2uid has
Fnite viscosity [6–9,11–13]. The 2ow is known to be modeled by self-similar, invasion
percolation fractals in the limit of zero capillary number, Nc = �DV=� cos �= 0, where
viscous drag forces (viscosity of the displaced 2uid times average 2uid velocity, �DV )
are zero, while the capillary forces (proportional to interfacial tension, �, times cosine
of the contact angle �) are Fnite.
In a series of papers, we had studied unstable (viscosity ratio M ¡ 1) miscible (zero

surface tension) injection using a pore level model similar to Chen and Wilkinson [11],
Lenormand [6], and Blunt and King [7]. That is, we performed pore-level modeling
of the injection of a less viscous 2uid into a model porous medium saturated with
a more viscous 2uid, with viscosity ratio, M = �I=�D¡ 1, and zero surface tension.
We found that initially the 2uid injection was described by DLA fractals, but as the
2uid advanced, the injection became compact on a time-scale inversely related to the
viscosity ratio, M . That is, the smaller the viscosity ratio, the longer it took for the 2ow
behavior to ‘cross over’ from fractal to compact behavior, so that the only 2ows that
remained fractal were those in the zero-viscosity ratio limit [14–17]. (It should be noted
that in this series of earlier papers, the inverse viscosity ratio was used, i.e., Mearlier =
1=M .) This crossover was observed in both two- and three-dimensional 2ow; [14,17]
the crossover a5ected both the saturation of injected 2uid and the interfacial width
[15,16]. The behavior of this crossover enabled us to characterize the dependencies of
saturation and fractional 2ow upon the viscosity ratio, in the long-time, compact limit
to which the assumptions of standard Darcy’s law 2ow are limited.
In Section 2 of this paper, we present a model which includes both viscous and sur-

face tension e5ects to simulate the injection of an immiscible, non-wetting 2uid into
a model two-dimensional porous medium saturated with a wetting 2uid. In the appro-
priate limits, our model provides results consistent with DLA and invasion percolation
(IP), as discussed in Sections 3 and 4, respectively.
DLA was originally introduced to describe colloidal aggregation [18]. Soon, it was

appreciated that because the continuum versions of both DLA and viscous Fnger-
ing are governed by Laplace’s equation, both should provide equivalent displacement
patterns in the limit of zero viscosity ratio [19]. Indeed, evidence from both experi-
ments and modeling showed that not only were the DLA and viscous Fngering pat-
terns visually similar, but they also had the same fractal dimension [6–10,12–17,20].



Section 3 presents evidence that our two-dimensional modeling for small viscosity ratio
and zero interfacial tension produces displacement patterns which have the same fractal
character as DLA patterns.
IP was proposed as a model of immiscible drainage (a non-wetting 2uid is in-

jected into a medium saturated with a wetting 2uid), in the limit of zero injection
velocity, i.e., at zero capillary number [8–10,21]. In IP, only the largest throat (with
the smallest capillary pressure) on the interface is invaded by the injected, non-wetting
2uid.
When using the IP rule, it is assumed that wetting 2uid will be displaced towards

the outlet. However, in two dimensions, one may need to include trapping e5ects
where a blob of the wetting 2uid cannot reach the outlet because it is surrounded
by non-wetting 2uid. The injected 2uid patterns resulting from IP with trapping have
been observed to have a fractal character with a fractal dimension D ≈ 1:82 [8–10,21].
Experiments have produced patterns of two-dimensional drainage at small capillary
number (Nc = 10−5), which are visually similar to patterns from IPwt and which have
the same fractal dimension, D ≈ 1:84, as IPwt [22]. Section 4 of this paper shows that
our model produces saturation proFles and 2ow patterns which are identical to those
from IPwt. We also discuss the deviations from IPwt that arise as capillary number is
increased.
Demonstration of the validity of our pore-level model in these two very di5erent

limits, coupled with the physicality of the model and the excellent consistency of our
results with 2uid conservation indicate that the model can be reliably extended to the
physically relevant intermediate regime where the limiting models (DLA and IPwt)
cease to be valid. To our knowledge, this is the most complete quantitative validation
of a member of the class of pore-level models. Even though the validating tests have
been performed using results from our model, the other pore level models are similar
enough that they may be equally valid, although such extensive, quantitative tests have
not been performed for these models [6–11].

2. Description of the model

Our pore-level model is intended to incorporate, as realistically as possible, both the
capillary pressure that tends to block the invasion of narrow throats and the viscous
pressure drop in a 2owing 2uid. The two-dimensional porous medium was modeled as
a diamond lattice with a length scale ‘, Fig. 1, which consists of spherical pore-bodies
of volume, ‘3, ((4
=3)r3 = ‘3) at the lattice sites; connecting these pore-bodies are
cylindrical throats which are of length, ‘, and have a randomly chosen cross-sectional
area between 0 and ‘2 (
R2 = 0 → ‘2), i.e., there is equal probability for any area
between 0 and ‘2. Compared to several models reported in the recent literature, we
believe that our model should be both more general and more 2exible, in part be-
cause both the throats and the pore bodies have Fnite volume in comparison with (i)
Refs. [6,23], where the throats contain zero volume of 2uid, and (ii) Refs. [24–26],
where the pore bodies have zero volume. Furthermore, in our model, the volumes of
both the pore bodies and throats can be set as desired. In this sense, the work of Periera
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Fig. 1. A portion of the two-dimensional porous medium. The pore bodies, labeled by two even integers,
occupy the sites of a diamond lattice. Adjacent pore bodies are connected by pore throats, labeled, as shown,
by one even and one odd integer. In this Fgure, 2ow is directed upwards, with the inlet being the bottom
row of throats, and the outlet being the top. The diamond lattice structure was chosen instead of a square
lattice to minimize spurious blocking of throats that are perpendicular to the direction of average 2ow.

is closer to our model, but the latter work focuses on a model of three-phase 2ows at
constant pressure [27]. Of course all of these models include the essential features of
random capillary pressures that block the narrowest throats and a random conductivity
that depends on the viscosity ratio.

2.1. Capillary pressure

When the invading 2uid Frst enters one of the pore throats, the radius of curvature,
R, of the meniscus is Fxed by contact angle, �, and the radius of the pore throat, r;

R= r=cos � : (1)

Therefore, the pressure drop across the meniscus is the capillary pressure

Pcap(R) =
2� cos �
r

; (2)



Fig. 2. A sketch showing the advance of the non-wetting 2uid within a throat where the pressure drop
exceeds the capillary pressure, as given in Eqs. (2)–(4).

where � is the surface tension. Thus, the 2ow velocity is given by the throat conduc-
tance times the total pressure drop across the throat; see Fig. 2,

q= gthroat(Pnw − Pw − Pcap) : (3)

In the model, the transmissibility (conductance) of the throat is given by Poiseuille’s
law,

gthroat = g∗
(A2throat=‘

4)
(x + (1− x)M)

; (4)

where Athroat is the cross-sectional area of the throat (randomly chosen from a uniform
distribution), x is the fraction of the throat of length ‘ which is Flled with defending
2uid, and M is the ratio of the non-wetting, invading 2uid’s viscosity to that of the
wetting, defending 2uid, M=�I=�D. (Note: this deFnition of M agrees with the conven-
tion of Lenormand [6], but it is the inverse of the convention used in our earlier papers
on miscible, unstable 2ow [14–17].) The quantity, g∗, carries all the dimensionality of
gthroat, g∗=‘3=(8
�w). Many of our results for the 2ow velocity are presented in terms
of q∗=q=g∗, which is independent of the particular value of the viscosity of the wetting
2uid. From Eq. (3), the non-wetting 2uid advances if the pressure di5erence between
the pore Flled with non-wetting 2uid and the pore Flled with wetting 2uid exceeds the
capillary pressure. Otherwise the non-wetting 2uid will retreat.
Naive use of Eq. (2) causes a number of complications in the programming. These

complications arise because of the blocking that can occur if the non-wetting 2uid is
at the entrance to a throat (see Fig. 3); if the sign of the pressure drop (Pnw − Pw)
is such that it would advance the non-wetting 2uid but the magnitude of the pressure
drop does not exceed the capillary pressure (Pnw − Pw¡Pcap), the interface remains
stationary at the inlet of the throat. If the non-wetting 2uid is close to the entrance of
a narrow throat which will likely be blocked to the invading 2uid, a very small time
step may be required to advance the 2uid to the entrance of the throat, but not into the
throat. This makes a reliable control of the velocity di1cult because a small change
in pressure can lead to a large change in velocity if it is large enough to unblock



Fig. 3. A sketch showing the blocking that can occur if the non-wetting 2uid is at the entrance to a throat
while the pressure drop (Pnw − Pw) is not big enough to advance the meniscus into the throat.

one or more throats. A clever solution to these problems was used in Refs. [24,25];
they argued that real throats would have a gradual decrease in cross-sectional area
accompanied by a gradual increase in capillary pressure. Consistent with this work, we
assume that the capillary pressure increases from zero at the inlet to a throat of radius
r and length ‘ to the value in Eq. (2) at the center of the throat. This dependence is
given by the equation

Pcap =
2� cos �
r

sin(
x) ; (5)

where x is still the fractional distance along the throat from 0 to 1. Eq. (5) solves
the problem of trying to advance a 2uid into a blocked throat, because the inlet of
a throat will never be blocked since it has zero capillary pressure. Furthermore, the
problem involving blockage and inlet pressure is removed, so that the constant velocity
condition is easier to satisfy.
We found that the time interval through which the interface was advanced had to

be chosen with care. Of course, if the interval is too small, the computer program
will be unnecessarily ine1cient. However, if the interval is too great, large, spurious
oscillations occur in the 2uid 2ow about the true equilibrium. For example, in throat
A, (see Fig. 4) too large a time step would cause the 2uid to advance too far (to a
region with too large a capillary pressure for the pressure drop); at the same time, the
2uid in throat B would retreat too far (to a region with too small a capillary pressure
for the pressure drop). Therefore, a strong restoring force would be set up; the large
capillary pressure in A would push the 2uid too far back, while the small capillary
pressure in B would pull the 2uid too far into the throat.
Implicit in this discussion is the assumption that the pressure within a pore body

is uniform. Assuming otherwise would require doing full 2uid dynamics using the
Navier–Stokes equations. This is inconsistent with the pore-level model approach and,
given Fnite computer resources, this would severely limit the size of the model porous
medium. While Eq. (5), etc. are idealizations of the real microscopic behavior, the
model incorporates the realistic characteristics of a random distribution of conductances



Fig. 4. A sketch showing the oscillations that can occur if the time step is too large. If the time step is too
big, the meniscus will advance too far into throat A to a region where the capillary pressure is signiFcantly
larger than the pressure drop so that in the next time step there is a large force in the opposite direction
on this meniscus. When the meniscus in B moves too far towards the inlet, the capillary pressure decreases
too much so that there is a large force in the opposite direction on the meniscus in B.

and correlated capillary pressures. SigniFcantly, the model has the correct dependencies
(Eqs. (2)–(4)) upon throat radius for the 2ow velocity and upon the capillary pressure
which must be overcome for the non-wetting 2uid to pass through the throat.

2.2. Finding the pressure 9eld

Volume conservation of the incompressible 2uid dictates that the net volume 2ow
q out of any pore body must be zero. Let us consider application of the above rules
to the situations in Fig. 5. In Fig. 5a, the 2ow velocities directed out of the (i; j) pore
body through the throats are

qi−2; j−1 = gi−2; j−1(Pi;j − Pi−2; j−2); qi; j+1 = gi; j+1(Pi;j − Pi+2; j+2 − Pcap; i; j+1) ;

qi−1; j = gi−1; j(Pi;j − Pi−2; j − Pcap; i−1; j) ;

qi+1; j = gi+1; j(Pi;j − Pi+2; j − Pcap; i+1; j) : (6a)

Requiring that the net 2ow out of pore (i; j) be zero leads to the following equation
for Pi;j:

(gi−2; j−1 + gi; j+1 + gi−1; j + gi+1; j)Pi;j

=(gi−2; j−1Pi−2; j−2 + gi; j+1Pi+2; j+2 + gi−1; jPi−2; j + gi+1; jPi+2; j)

+(gi; j+1Pcap; i; j+1 + gi−1; jPcap; i−1; j + gi+1; jPcap; i+1; j) : (6b)
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Fig. 5. (a) The 2uid occupations near the (i; j) pore giving the 2ow velocities in Eq. (6), (b) The 2uid
occupations near the (i; j) pore giving the 2ow velocities in Eq. (8).

Eq. (6b) is of the general form(∑
g
)
Pi;j =

(∑
gP

)
+
(∑

fgPcap
)
; (7)



where (i) the sums are over the connected throats and pore bodies shown in Fig. 5,
(ii) the factor f is zero if there is no meniscus in the throat; (iii) the factor f is +1
if the pore body (i; j) is Flled with non-wetting 2uid and the connecting pore body is
Flled with wetting 2uid; (iv) the factor f is −1 if the pore-body (i; j) is Flled with
wetting 2uid and the connecting pore body is Flled with non-wetting 2uid. For another
example, consider the 2ow velocities in Fig. 5b,

qi−2; j−1 = gi−2; j−1(Pi;j − Pi−2; j−2 + Pcap; i−2; j−1) ;

qi; j+1 = gi; j+1(Pi;j − Pi+2; j+2) ;

qi−1; j = gi−1; j(Pi;j − Pi−2; j); qi+1; j = gi+1; j(Pi;j − Pi+2; j + Pcap; i+1; j) : (8a)

Requiring that the net 2ow out of pore (i; j) be zero leads to the following equation
for Pi;j:

(gi−2; j−1 + gi; j+1 + gi−1; j + gi+1; j)Pi;j

=(gi−2; j−1Pi−2; j−2 + gi; j+1Pi+2; j+2 + gi−1; jPi−2; j + gi+1; jPi+2; j)

+(−gi−2; j−1Pcap; i−2; j−1 − gi+1; jPcap; i+1; j) : (8b)

Once the location of the interface is known, the numerical value of the capillary
pressure in each throat is known (zero, if the interface is neither in the throat nor at
either inlet to the throat). Furthermore, for each pore body at (i; j), the values of the
sums (

∑
g) and (

∑
fgPcap) can be calculated and stored; note that these sums are

independent of the values of the pressures in the pore bodies. The program then iterates
(Eq. (7)), updating the pressure Feld until convergence is achieved with a residual less
than some small value; that is until

R=
∑

(Pnew − Pold)2¡� ; (9)

where � is chosen to be small, e.g. � = 10−3. It should be noted that, for the cases
being considered, we have used a value of surface tension, so that 2� cos � = 10; 000.
Therefore, the smallest pressure drop that will advance the non-wetting 2uid through
a throat is 17,700, so that our value of the residual represents a fractional pressure
change of less than 10−11. This value of � was chosen to minimize run-time without
seriously sacriFcing mass conservation. For example, in one of the typical sets of Fve
runs presented in this paper, after an average of 77,000 time steps there was a di5erence
of less than 1% between the total volume of 2uid injected into the medium and the
total volume of 2uid expelled from the medium.
To maintain a constant volume 2ow q0, the 2ow velocity was determined for two

estimates of the inlet pressure (the previous inlet pressure ±�, typically less than a
percent away from the previous inlet pressure). Assuming a linear relationship between
2ow velocity and inlet pressure (consistent with Eqs. (6a) and (8a)) allows a prediction
of an inlet pressure, P0, used to produce the desired volume 2ow, q0 [26]. If the two
estimates of the inlet pressure are too close together (� is too small), the prediction
of P0 will be unreliable; on the other hand, if the estimates of the inlet pressure
are too far apart (� is too big) computer time will be wasted iterating Eq. (7) to



Fig. 6. The 2ow rules allow the interface to advance (a) within a throat (left side) as well as (b) through
a throat into the adjacent pore body (right side).

determine the di5erent pressure Felds for each. In practise, the di5erence between the
two initial estimates needs to increase with capillary number. With a good choice of
initial estimates, this procedure is very accurate; for a typical set of runs, the coe1cient
of variation from the average outlet 2ow velocity, q= 50:4, is 0.007%.

2.3. Flow rules

Once the pressure Feld has been determined, the interface can be advanced through
a time interval Pt. A throat is considered to be on the interface if the pore body at
one end contains some wetting 2uid (it may be Flled with wetting 2uid) and if the
pore body at the other end is fully invaded by non-wetting 2uid (or was fully
invaded and is not yet fully re-invaded by wetting 2uid due to back2ow). As discussed
earlier, a time interval, Pt, needs to be chosen which is small enough that spurious
local oscillations in the 2ow are avoided, but not so small that the program run-time
is unnecessarily long. For the cases discussed here with large surface tension, the
following prescription seems adequate. For all interfacial throats where the non-
wetting 2uid has yet to reach the midpoint of that throat (meaning that the capillary
pressure is still increasing), the time interval is chosen so that the non-wetting 2uid
advances no more than 3.5% of the total length into any such throat. For all interfacial
throats where the non-wetting 2uid has advanced past the midpoint (meaning that the
capillary pressure is decreasing), the time step allows the interface to advance no fur-
ther than 33% of the total length into any such throat. Having determined the interface
and chosen the time step, we have attempted to make the 2ow rules as unrestricted as
possible.
Flow can increase the amount of non-wetting 2uid within the pore throat (Fig. 6a),

or the amount passing through the pore throat into the pore body (Fig. 6b). Similarly,
back2ow can cause the interface to retreat within the pore throat (Fig. 7a), or through
the pore throat into the pore body (Fig. 7b). If, during a time step, either type of 2uid
overFlls a pore body, the excess is shared by the connected out2ow throats (those
throats with defending 2uid 2owing out of the pore body). For these 2ow rules, the



Fig. 7. The 2ow rules allow the interface to retreat (a) within a throat (left side); as well as (b) through a
throat into the adjacent pore body (right side).

throats are taken to be cylindrical with cross-sectional A and length ‘, consistent with
Refs. [24–26,28].
The variation in the capillary pressure along a throat, Eq. (5), might be assumed

to result from variations in contact angle, avoiding the problem of having cylindrical
throats for volumes and transmissibilities but not for capillary pressure. Again, this
aspect of questionable microscopic physicality does not a5ect the basic feature of the
model that the pressure drop across any throat must exceed the capillary pressure of
that cylindrical throat, Eq. (2), for the non-wetting 2uid to advance through the throat.
Fig. 8 shows a case where the non-wetting (invading) 2uid occupies two adja-

cent pores, without fully occupying the throat between them. The remnant of wetting
2uid in the throat will be trapped in the throat unless the pressure drop across the
throat is large enough to mobilize the plug of wetting 2uid. If the pressure drop across
the throat is larger than the capillary pressure, it will push the wetting 2uid out of
the throat. If this plug of wetting 2uid is pushed out of the throat, it will reside in the
pore until that pore is fully re-invaded by wetting 2uid. Again, this assumption that the
wetting 2uid will remain in the pore is unphysical because it would be more favorable
to have the wetting 2uid re-invade the narrower throats Flled with non-wetting 2uid.
The fraction of wetting 2uid participating in this unphysical process is determined by
the program; fortunately, it was found to be negligible. For the cases considered in this
paper, the value of this quantity was zero except for one of the realizations with the
largest capillary number, where it represented only 0.07% of the 2uid injected. Aspects
such as this prevent use of this model to describe imbibition.
If a pore body that was Flled with the invading, non-wetting 2uid had an in2ux of

the wetting 2uid, the build-up of this wetting 2uid in the pore body would continue
(stored in an imaginary reservoir) with no change of the out2ow of non-wetting 2uid
until the pore body is fully re-invaded by the wetting 2uid. This is somewhat unphysical
because one would expect the wetting 2uid to 2ow into the narrowest pores Flled by
non-wetting 2uid. The fraction of wetting 2uid participating in this unphysical process is
calculated in the program, and is not found to be signiFcant (the amount of wetting 2uid
participating in this unphysical process was less than 1.5% of the total injected 2uid).



Fig. 8. A plug of wetting 2uid which has been ‘cut-o5’ in a throat will remain immobilized (blocking the
throat) unless the pressure drop exceeds the capillary pressure in which case the plug is forced into the low
pressure pore where the model allows the plug to stay. This unphysical e5ect of the wetting plug residing
in a pore instead of migrating to a narrower throat was found to be negligible in the cases studied.

If the wetting 2uid fully re-invades a pore, leaving a plug of non-wetting 2uid in a
pore throat (see Fig. 9), this plug of non-wetting 2uids migrates to the lower-pressure,
adjacent pore body, where it is stored in the imaginary reservoir mentioned above.
Again, this e5ect is not found to be signiFcant, representing less than 1% of the total,
non-wetting 2uid injected.
We have attempted to make the 2ow rules as non-restrictive and reliable as possible:

(i) All elements of the porous medium (pore throats and pore bodies) have volumes
that can be occupied by either type of 2uid.

(ii) Locally, back-2ow as well as forward-2ow are allowed, as ordained by the local
pressure di5erences.

(iii) Complications, such as overFlled pore bodies or plugs of 2uid trapped in the pore
throats, are treated as physically as possible.

(iv) Unphysical aspects, such as isolated ‘blobs’ of wetting 2uids residing in pore
bodies, are tracked by the program and found to be of insigniFcant magnitude.

(v) Most importantly, the 2ow rules accurately account for all of the non-wetting
2uid injected into the porous medium, from initiation through breakthrough over
thousands of time steps. For the smallest capillary number, there is a 0.25%
di5erence between the (a) total volume of non-wetting 2uid injected into the
medium and (b) the total volume of non-wetting 2uid occupying the medium as
determined by the 2ow rules. For the largest capillary number, this di5erence is
less than 0.01%.



Fig. 9. A plug of non-wetting 2uid, which has been ‘cut-o5’ in a throat. This plug will be forced into
the lower pressure pore where it stays. In this case, capillary pressure assists in the migration, instead of
resisting it as in Fig. 8.

At present, our computer code models the 2ow in two-dimensional porous media. It
should be straightforward to modify our code so that it models 2ow in three-dimensional
porous media; however, computer time considerations will limit this modeling to sys-
tems of smaller lateral size than the two-dimensional systems presently under consid-
eration [17].

3. Viscous �ngering and di�usion limited aggregation (DLA)

In the limit where viscous Fngering dominates, two phase 2ow in porous media is
known to be described by the DLA model [18,19]. Therefore, in the limit of zero
capillary pressure (inFnite capillary number) and of zero-viscosity ratio, the results
from our model should agree with DLA results [6–10,12–17,20].
For central-injection DLA was on a square lattice, the clusters grown were observed

to be self-similar fractals with a fractal dimension D ≈ 1:71 when the clusters occupied
approximately m ≈ 104 lattice sites. However, as the size of the cluster increased to
more than m ≈ 106 lattice sites, the pattern ceased being self-similar, Frst becoming
diamond shaped and then cross shaped with four distinct arms in the lattice directions
[29]. ‘O5 lattice’, mimicking real porous media that lack the symmetry axes of a lat-
tice, the patterns are more self-similar with a fractal dimension D ≈ 1:70 [30]. Since
the DLA simulations on relatively small lattices produce fractal patterns (with approx-
imately 104 sites) very similar to very large, o5-lattice DLA patterns, we expect that
our 2ow patterns on small diamond-lattice porous media will produce fractal patterns
similar to the 2ow in realistically large, random porous media. In any case, we will
compare our 2ow patterns on small lattices with DLA on similar sized lattices.



To compare our modeling results with DLA, we Frst developed and ran a program
which runs DLA on a diamond lattice with 270,000 lattice sites (300× 900). Fig. 10
shows one of the patterns resulting from these simulations; this pattern has approx-
imately m ≈ 20; 000 occupied lattice sites. Given the lattice dependence of DLA, it
was important to run DLA on diamond lattices for comparison with model results.
Furthermore, because of the size-dependence of on-lattice DLA, we opted to run DLA
on diamond lattices, which are almost an order of magnitude larger than the arrays
on which the 2ow model can be e1ciently run, so that it would be clear that the
self-similar DLA behavior continues to be valid for lattice sizes much larger than can
be run on the 2ow model. Note that the breakdown of self similarity for on-lattice DLA
does not set in until the number of occupied sites is a million or more, m ≈ 1; 000; 000;
two orders of magnitude larger than our DLA simulations. Therefore, for the systems
under consideration, on-lattice DLA should be self-similar with a fractal dimension
close to that of o5-lattice DLA. For purposes of comparison, we ran the 2ow model
to breakthrough for systems with 45,000 pore bodies (150× 300), using the following
parameter values: viscosity ratio M = 10−4 and zero interfacial tension. The model
produced DLA-like displacement patterns, with fewer than 104 occupied pore bodies
(lattice sites), m6 104. Given the size of both the DLA and 2ow-model patterns, one
would expect nearly self-similar patterns with a fractal dimension, D ≈ 1:7, close to
that from o5-lattice DLA [29,30].
Fig. 11 shows a pattern from the 2ow model (M=10−4 and zero interfacial tension)

in a model porous medium with 30,000 pore bodies (100 × 300). The Fngers from
the 2ow model are somewhat thicker than those from the DLA pattern, otherwise the
appearance is quite similar, given the di5erence in sizes. For a quantitative comparison,
Fig. 12 compares the advance of the displacing 2uid from our 2ow model with the
advance from DLA. Fig. 12 shows how the average position of the interface 〈x〉 varies
with time; time is proportional to m, the number of lattice sites (or pore bodies)
occupied, divided by the width, W ; that is, t = m=W + 0:87. Both DLA and the 2ow
model indicate that 〈x〉=At1=(D−1), where 1=(D−1)=1+ � ≈ 1:35, so that D ≈ 1:74 is
consistent with other DLA results for ‘small’ clusters; A is a constant called lacunarity.
The additive factor 0.87 is a Ftting factor which improves the small-t Ft to the fractal
relation 〈x〉= At1=(D−1); the value 0.87 is given by 1

2 (2 + �)=(1 + �), determined from
modifying the discussion in the appendices of our earlier papers to the present diamond
lattice structure [14,16]. As can be seen in Fig. 12, the time is given by m divided by
the width for DLA, while it is given by m divided by twice the width for the 2ow
model. This factor of two arises because DLA only occupies the lattice sites (for DLA
m equals the number of occupied lattice sites) while the 2ow model occupies both
lattice sites (pore bodies) and pore throats where, on the average, the throats and pore
bodies have the same total volume; therefore, in the 2ow model, m is approximately
twice the number of lattice sites occupied. The factor of 1.95 is simply a Ftting factor
so that the lacunarity (A ≈ 1:17) is the same for both; in no way does it impact on
the value of the exponent. Because the 2ow model systems are smaller in the 2ow
direction, breakthrough occurs at an earlier t (t ≈ 15) for the 2ow model. The larger
scatter for the data from the 2ow modeling results because these systems are smaller
in the direction perpendicular to 2ow (smaller statistical sample). The essential point is



Fig. 10. A typical DLA pattern on a diamond lattice which is 300 lattice sites ‘long’ by 900 ‘wide’. In
saying the lattice is 300 ‘long’ by 900 ‘wide’, we mean that the i label in Fig. 1 varies from 2 × 1 to
2 × 300 and that the label j varies from 2 × 1 to 2 × 900. If h is one-half the diagonal (i.e., h = ‘=

√
2),

then the lateral dimensions of the Fgure are 300 h by 1800 h.



Fig. 11. A typical drainage pattern from the 2ow model on a lattice which is 150 lattice sites ‘long’ by
300 ‘wide’. This pattern is half as long and one-third as wide as the pattern in Fig. 10. However, given
the research on size dependence of DLA on lattices, the di5erence in size between these two patterns is not
enough to a5ect the value of the fractal dimension; i.e., the research on size dependence indicates that DLA
patterns of these two sizes should have the same fractal dimension.

that both sets of data have the same functional form. Therefore, the growth of the 2ow
patterns and the DLA patterns are governed by the same value of the fractal dimension
(D= 1:74), i.e., the same value of the exponent of t (1 + � ≈ 1:35). Therefore, in the
limit of zero-viscosity ratio and zero interfacial tension, our model produces results
consistent with DLA, as it should.

4. Capillary �ngering and invasion percolation (IP)

IP was proposed as a model of immiscible, two-phase 2ow in porous media in the
limit of zero injection velocity, i.e., at zero capillary number [8–10,21]. In IP, each
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Fig. 12. The scaling (〈x〉 = At1=(D−1)) of the average position of the interface 〈x〉 with time t ≈ m=W for
injection from both DLA (the dashed lines extending to larger times; where t = (m=900) + 0:87) and our
2ow model for M = 10−5 (the solid lines ending at t ≈ 12, where t = (m=600) + 0:87). The DLA data has
less noise and goes to longer times because the DLA systems are wider and longer, respectively. Because
〈x〉=t1:35 is constant for both sets of data, the fractal dimension, D = 1 + (1=1:35), is the same for both.

throat in the model porous medium is assigned a random number (in our case, the
throat’s cross-sectional area). The interface is established at the inlet and advances
through that throat having the largest value of the random number. In our case, the
throat with the largest cross-sectional area is the throat with the smallest capillary
pressure, so that the pressure in the injected, non-wetting 2uid is just large enough
(equal to the capillary pressure in that largest interfacial throat) to move the 2uid
through that throat into the adjacent pore body. Having changed the interface, one
determines the throat with the smallest capillary pressure on this new interface; the
pressure is changed to this value and the injected 2uid advances through this throat
into the adjacent pore body; and so forth. Note, that unlike our model presented in
Section 2, in the IP model the injected 2uid can never retreat from a pore once it has
invaded that pore.
In this IP rule, it is assumed that wetting 2uid will be displaced towards the outlet.

However, in two dimensions, trapping e5ects can be important. The wetting 2uid is
said to be trapped if the injected, non-wetting 2uid surrounds a region of the wetting
2uid. That is, if there is a connected path of pore bodies Flled with injected 2uid, and
this path surrounds a region of the wetting 2uid, this region of wetting 2uid is trapped
and cannot be displaced or invaded. If invasion occurred through one of the throats
on the perimeter of this region, it would violate 2uid conservation because there is no
path that the displaced wetting 2uid could take to the outlet.
IP with trapping (IPwt) is a modiFcation of the above IP rule in which injected

2uid will 2ow through the pore throat which has both the smallest capillary pressure



and a path to the outlet. Therefore, if there is not a path of wetting 2uid from that
pore throat to the outlet, the region is trapped and there can be no invasion into that
trapped region [8–10,21]. The patterns of injected 2uid from IP with trapping have
been observed to have a fractal character with a fractal dimension D ≈ 1:82 [8–10,21].
Experiments have shown that patterns of drainage (injection of a non-wetting 2uid
into a random porous medium saturated with wetting 2uid) at small capillary number
(Nc = 10−5) have the same fractal dimension, D ≈ 1:84, as IPwt; and the drainage
patterns are visually similar to patterns from IPwt [22].
To test our model near the limit of zero capillary number (where IP is believed to

be valid) we have run the model with viscosity ratio M = 1 to minimize the e5ects
of viscosity ratio and model parameter CAPR = 2� cos �=‘= 104; for several capillary
numbers ranging from Nc =1:3× 10−5 to Nc =6:4× 10−3 where Nc =�DV=� cos �. We
present the results for Fve 900 (30× 30) pore-body realizations; Fve di5erent random
number seeds were used to generate Fve di5erent sets of cross-sectional areas. First,
we compare these results with IP results for the same Fve realizations. Note that we
modiFed the IPwt rules to include the assumed variation of capillary pressure within a
throat, Eq. (5). That is, the pressure in the injected 2uid was set equal to the pressure
necessary to force the injected 2uid all the way through the largest radius throat on
the interface which was connected to the outlet (not trapped). With this pressure, the
other throats on the interface will be invaded to that position x where the capillary
pressure in Eq. (5) equals the pressure in the injected 2uid. With the above value of
the parameters and choosing q∗ =50, the capillary number is Nc = 1:3× 10−5. Fig. 13
shows the near-breakthrough saturation proFles for all Fve realizations, from both our
model and from IPwt. Di5erences between these saturation proFles for our deterministic
model of drainage and for IPwt are negligible, see Figs. 13 and 14. When we compared
our model results with results from IP without trapping, IP gave consistently higher
saturations at small x where there were more regions of wetting 2uid surrounded by
non-wetting 2uid; the standard IP rule would continue to Fll these regions, giving a
higher saturation.
An additional comparison is presented in Fig. 14, which compares the patterns from

the model and from IPwt for the same Fve realizations. For realizations #1 and #2, the
same pores are invaded in both models, with very few exceptions; this is consistent
with the saturation proFles being nearly identical. As with the saturation proFles, there
are no signiFcant di5erences between the results from IP and results from the model
with Nc = 2:6× 10−6.
It is not surprising that Fnite capillary-number drainage should lead to additional

invasion, since the pressures are slightly larger than the minimal capillary pressure of
the largest radius throat. If there are interfacial throats with capillary pressures larger
than this minimal capillary pressure but smaller than the ‘slightly larger’ pressures in
the injected 2uid, those interfacial throats will be invaded. Of course, the amount of
this extra invasion will increase with capillary number.
Indeed, for larger capillary numbers, the saturation proFles show the typical front

of constant saturation moving through the medium, instead of the characteristic fractal
proFles where the saturation decreases continuously as the front progresses through the
medium (Fig. 14) [31]. Fig. 15 shows the saturation proFles for a range of capillary
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Fig. 13. (a–e) A comparison of the near-breakthrough saturation proFles from the 2ow model with viscosity
ratio M = 1 and a small capillary number, Nc = 2:6 × 10−6 with saturation proFles from IPwt for all Fve
realizations. The saturation proFles are nearly the same for both systems for all realizations.
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Fig. 13. Continued.

numbers; this clearly shows how the character of the saturation proFle changes from
a fractal form at small capillary numbers to a conventional Buckley–Leverett form at
larger capillary numbers [2,5].

5. Conclusions

We have presented and validated a model of immiscible drainage in porous
media. In constructing this model, we have attempted to make it as physical as possible:
both in the 2ow rules as well, as in the relations between the capillary pressures, the
conductances, and the geometry of the medium. In cases where there were unphysi-
cal aspects in the 2ow rules, it was determined that they had negligible e5ect upon
results from typical 2ows. Our model is very similar to several others that have been



Fig. 14. (a–e) A comparison of the injection patterns from the 2ow model with viscosity ratio M = 1 and
a small capillary number, Nc = 2:6 × 10−6 with injection patterns from IPwt for all Fve realizations. Pore
bodies occupied by non-wetting 2uid in the 2ow model are shown by open circles; those occupied by IPwt
are shown by Flled circles. Therefore, a Flled circle inside an open circle shows that the same pore body
was occupied by the 2ow model and by IPwt during independent simulations. As with saturation proFles,
the injection patterns are nearly the same.



Fig. 14. Continued.

presented in the literature, but we believe that ours is somewhat more physical and
more 2exible because both the pore throats and pore bodies have Fnite (non-zero) vol-
ume in our model [6,23–28]. Furthermore, our results are in excellent agreement with
2uid conservation; the volume of injected 2uid in the medium (as determined by the
2ow rules), the volume of 2uid entering the medium, and the volume of 2uid leaving
the medium all di5er from each other by 1% or less.
We have validated our model in both the small viscosity ratio and small capil-

lary number limits. In the limit of zero-viscosity ratio, the 2ow is known to produce
DLA fractals; for viscosity ratio M = 10−4, we have shown that the patterns resulting
from our simulations have a fractal dimension indistinguishable from that of DLA on
similar-sized lattices. In the limit of zero capillary number, the 2ow can be modeled
by IP with trapping (IPwt). The agreement between results from our small capillary
number simulation and IP validates our model in this limit. To our knowledge, this
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Fig. 15. Near-breakthrough saturation proFles for a range of capillary numbers. The saturation proFles vary
from a characteristically fractal form for Nc ≈ 1:3 × 10−5, where the saturation decreases throughout the
porous medium, to a standard Buckley–Leverett form for Nc ≈ 6:4 × 10−3, where the saturation is nearly
constant behind the interface and then decreases sharply through the interface.

is the most complete quantitative validation of a member of the class of pore-level
models. Even though the validating tests have been performed using results from our
model, the other pore level models are similar enough that they may be equally valid,
although such extensive, quantitative tests have not been performed for these models
[6–11,24–26].
Having validated our model, we can systematically characterize the way that Fnite

capillary number 2ows deviate from IP, i.e., the way in which the 2ows crossover from
fractal IPwt 2ows to compact Buckley Leverett 2ows. Characterizing this crossover
should enable us to characterize the dependence of the relative mobilities upon capillary
number using methods similar to those in our earlier papers [16,18]. Furthermore, our
validated 2ow model will be used in validating and reFning a rule-based model, which
is as e1cient as DLA or IPwt but whose validity (like the 2ow model) will span the
full parameter space [32].
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